AP Statistics Chapter 3 Review




Name:__________________










Date:_________  Period:___

Data Set A:

	X
	10
	8
	13
	9
	11
	14
	6
	4
	12
	7
	5

	Y
	8.04
	6.95
	7.58
	8.81
	8.83
	9.96
	7.24
	4.26
	10.84
	4.82
	5.68


Data Set B:

	X
	10
	8
	13
	9
	11
	14
	6
	4
	12
	7
	5

	Y
	9.14
	8.14
	8.74
	8.77
	9.26
	8.10
	6.13
	3.10
	9.13
	7.26
	4.74


Data Set C:

	X
	8
	8
	8
	8
	8
	8
	8
	8
	8
	8
	19

	Y
	6.58
	5.76
	7.71
	8.84
	8.47
	7.04
	5.25
	5.56
	7.91
	6.89
	12.50


1.  Make a scatterplot for each data set and calculate the correlation and LSRL.  In your groups, talk about what might happen if you ONLY look at the LSRL and correlation without looking at the graphs.
2.  What do you notice about the correlations and regression equations for each of the data sets?  Which data set might the LSRL be a good model for the data?
3.  For each data set, identify any obvious regression outliers and/or influential observations.

4.  In which of the three cases would you be willing to use the fitted regression line to predict y given that x = 14?  Explain your answer in each case.  What is your prediction?  Do you have any reservations about your prediction?

Use the data set A to answer the questions #5
5.  
a)  Describe the scatterplot  
b) Interpret the slope and y-intercept.  Assume that the explanatory variable is number of laughs in a minute and the response variable is the size of a smile in cm.  

c)  What is the predicted value for x = 11?  What is the residual for x = 9?
d) Find and interpret the correlation in context of the question.
e) Find and interpret the coefficient of determination in context of the question.
f)  What would you expect the residual plot to look like?  Explain.
6.  Are correlation and least squares regression lines resistant?  Explain with an example.
7.  Write down as many facts about correlation as you can.
8.  What can a scatterplot reveal (what do you need to address when describing a scatterplot?)
9.  What point does every LSRL pass through?

10.  Two residual plots are below.  Are the data sets that these plots were made from linear?  Explain.
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11.  The computer output below shows the result of a linear regression analysis for predicting the concentration of zinc, in parts per million (ppm), from the concentration of lean, in ppm, found in fish from a certain river.
[image: image3.png]Response variable is Zinc (ppm)

Variable  Coefficient StdDev T P
Constant 16.3 490 332 0.003
Lead (ppm) 19.0 1.89 10.01  0.000

S$=16.17 R-Sq =82.0%





Which of the following statement is a correct interpretation of the value 19.0 in the output?

A) On average there is a predicted increase of 19.0 ppm in concentration of lead for every increase of 1 ppm concentration of zinc found in fish

B) On average there is a predicted increase of 19.0 ppm in concentration of zinc for every increase of 1 ppm concentration of lead found in fish

C) The predicted concentration of zinc is 19.0 ppm om fish with no concentration of lead.
D) The predicted concentration of lead is 19.0 ppm om fish with no concentration of zinc.

E) Appoximately 10% of the variability in zinc concentration is predicted by its linear relationship with lead concentration.

12.  Write the LSRL for the computer output in the question above.
13.  Which of the following are true?

     I.  Scatterplots require explanatory and response variables

     II. Correlation and regression require explanatory and response variables

III. Scatterplots require two quantitative variables

A) I only
   B)  II only
      C)  III only
      D)  II and III only
      E) I, II and III

14.  An AP statistics student finds that the correlation between a students SAT score and their GPA is 0.8.  What percentage of the variation in SAT score can be explained by the relationship with GPA?

A) 0%

B)  27%

C)  40%

D)  64%

E)  80%

15.  Which of the following would you expect to be true about the correlation between number of honors classes and hours of homework?

A) Strong and positive

B) Weak and positive

C) Strong and negative

D) Weak and negative

E) No correlation

16.  Which of the following about correlation are true?

     I.  It is not affected by changes in the measurement units of the variables

     II.  It is not affected by which variable is called x and which is called y

     III.  It is not affected by extreme values

A) I and II

B) I and III

C) II and III

D) I, II and III

E) None of the above gives the complete set of responses

